2014

Speckle contrast optical tomography: A new method for deep tissue three-dimensional tomography of blood flow

Hari M. Varma
Institut de Ciències Fotòniques

Claudia P. Valdes
Institut de Ciències Fotòniques

Anna K. Kristoffersen
Institut de Ciències Fotòniques

Joseph P. Culver
Washington University School of Medicine in St. Louis

Turgut Durduran
Institut de Ciències Fotòniques

Follow this and additional works at: https://digitalcommons.wustl.edu/open_access_pubs

Recommended Citation
https://digitalcommons.wustl.edu/open_access_pubs/3536
Speckle contrast optical tomography:
A new method for deep tissue three-dimensional tomography of blood flow

Hari M. Varma,1,4,* Claudia P. Valdes,1,4 Anna K. Kristoffersen,1 Joseph P. Culver,2,3 and Turgut Durduran1

1ICFO-Institut de Ciències Fotòniques,
Av. Carl Friedrich Gauss, 3, 08860, Castelldefels (Barcelona), SPAIN
2Department of Radiology, Washington University School of Medicine,
St. Louis, MO 63110, USA
3Department of Physics, Washington University,
St. Louis, MO 63130, USA
4These authors contributed equally to this work.
*Hari.Varma@icfo.es

Abstract: A novel tomographic method based on the laser speckle contrast, speckle contrast optical tomography (SCOT) is introduced that allows us to reconstruct three dimensional distribution of blood flow in deep tissues. This method is analogous to the diffuse optical tomography (DOT) but for deep tissue blood flow. We develop a reconstruction algorithm based on first Born approximation to generate three dimensional distribution of flow using the experimental data obtained from tissue simulating phantoms. © 2014 Optical Society of America
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1. Introduction

Over the years, noninvasive optical imaging of microvascular blood flow has received much attention in biomedical research [1–4]. Laser Doppler flowmetry (LDF) [5–7] and laser speckle flowmetry (LSF) [8, 9] are two promising techniques for two-dimensional, relatively superficial imaging of blood flow using dynamic laser speckles. Diffuse correlation spectroscopy (DCS) [3,10] based on similar physical principles as LSF and LDF but for deep tissues has been extended to three-dimensional tomography (diffuse correlation tomography (DCT) [11–16]). However DCT instrumentation is limited by fairly low signal-to-noise, low dynamic range in terms of detectable intensity and relatively expensive detectors that have kept the detector channel counts to less than ∼28 [17]. In this work, we present a new speckle contrast based tomographic approach- speckle contrast optical tomography (SCOT)- that provides efficient three-dimensional imaging of flow in turbid media that can be expanded to significantly large detector channel counts.

In LDF, the presence of moving scattering centers in a turbid medium, such as human tissues, causes a Doppler shift in frequency of the re-emitted light. The optical mixing of the Doppler-shifted and non-shifted frequencies at the detector gives rise to a randomly fluctuating intensity distribution whose power spectral density is related to the flow of scatterers. For all the methods we discuss in this paper, the most significant contribution to the signal comes from the motion of red blood cells. For a typical separation of ∼250-1000 µm between the transmitting and receiving optical fibers the maximum penetration depth that can be achieved by LDF is ∼1 mm, thus limiting the technique to the superficial layers of tissue. There have been some proposals to utilize larger separation LDF probes based on multiple scattering models of quasi-elastic light scattering to extend the measurement depth of LDF to about ∼5 mm beneath the tissue surface, but they are not widely utilized [18].

In LSF, a camera (CCD or CMOS), records the scattered light emanating from a tissue that is uniformly or broadly illuminated with a laser source. The presence of moving scatterers induces time varying random fluctuations of the scattered intensity resulting in dynamic speckles. The camera integrates the dynamic speckle pattern during the exposure time and gives an integrated spatial intensity distribution. The spatial and temporal blurring of this integrated intensity pattern is studied using a statistical quantity called speckle contrast. Since LSF uses a uniformly illuminated laser source for probing, the penetration depth is limited to superficial layers of the tissue (typically less than 1 mm).

DCS, on the other hand, uses point sources and a photon diffusion model to probe deep tissues. DCT is normally carried out in an analogous fashion to diffuse optical tomography (DOT) [3, 19]. It is a model based, computed tomography method where advanced inverse problem methods are utilized. Since, DOT has emerged as a promising technology in a variety of fields ranging from optical mammography to functional neuroimaging where it primarily measures parameters such as blood oxygen saturation and blood volume as well as the distribu
tion of contrast agents, we expect that a practical 3D tomography of blood flow in large tissue volumes would find rapid acceptance in the field.

The main disadvantage of DCS, and hence DCT, is the low signal-to-noise ratio (SNR) and the limited dynamic range which arises due to the fact that the intensity autocorrelation function has to be computed by measuring each speckle independently using single mode or few-mode fibers with small collection areas, i.e. collecting photons of order 10,000 per second. Since SNR increases as the square root of number of speckles, obtaining significant benefits in SNR as well as the dynamic range by doing multi-speckle measurements \[17\] by employing a large number of detectors at a given spot on the tissue surface is not feasible for the type of dense sampling \[20\] that is desired for practical DCT applications.

An alternative would be to employ large arrays of detectors, for example using a photon-counting CCD, to capture the intensity fluctuations of many speckles simultaneously and then computing the intensity autocorrelation. This has been attempted in DWS studies \[21, 22\] but it is not yet feasible for biomedical applications where the dynamics of the speckles, i.e. the decay of the intensity auto-correlation, is much faster than the frame rates achievable by current camera technologies. We note that the speckle contrast measured using a point source illumination with varying coherence was utilized in \[23\] to measure the optical scattering coefficient rather than blood flow.

In this work, we present a new speckle contrast based tomographic system- speckle contrast optical tomography (SCOT)- that allows us to to probe heterogeneities in the dynamics of turbid media, like blood flow in deep tissues. SCOT is similar to DCS in the sense that it works in the multiple scattering, photon diffusion regime. SCOT merges the deep tissue flow measurement capabilities of DCS and the relatively inexpensive detectors with high frame rates as used in LSF. An improved SNR and a broad field-of-view is achieved by using a 2D detector configuration whereas the simultaneous measurement of large number of speckles (of order a million) over many source-detector separations gives the ability for depth resolution. We describe the theoretical background, derive a perturbation equation based on first Born approximation, describe an inversion algorithm and demonstrate the feasibility of the technique in tissue simulating liquid phantoms.

The rest of the paper is organized as follows. The theory and the inversion algorithm of SCOT are explained in Section 2. We describe the speckle flow imaging with correlation diffusion based photon propagation model and derive the sensitivity relation for the SCOT based on Born approximation. The inversion algorithm for SCOT based on the derived sensitivity relation is also presented. The experimental method of SCOT is presented in section 3 where we describe the optical instrumentation needed to acquire the intensity data for computing the speckle contrast. The reconstruction results are presented in Section 4 and the discussion and conclusions drawn from these studies are presented in Section 5.

2. Theory and algorithm

2.1. Correlation diffusion equation and the laser speckle contrast

The propagation of light in multiple scattering media with static scatterers characterized by the optical absorption ($\mu_a$) and scattering ($\mu_t$) coefficients obeys the radiative transfer equation (RTE) \[3\]. Under a set of well-defined and validated assumptions, one can arrive at the diffusion equation model \[3\] for photon propagation which is a a simplified form of RTE. Similarly, in order to study the photon propagation under dynamic scatterers, correlation transport equation (CTE) \[24, 25\] is adopted, which is analogous to the RTE for static scatterers. From CTE, again using the diffusion approximation, correlation diffusion equation (CDE) \[10, 12, 26\] is derived which describes the propagation of electric field ($E$) autocorrelation $G_1(r, \tau) = <E^*(r, t)E(r, t+\tau)>$ as given in Eq.1:
\[-\nabla \cdot D(\mathbf{r}) \nabla G_1(\mathbf{r}, \tau) + \left( \mu_a(\mathbf{r}) + \frac{1}{3} \mu_s' k_0^2 \right) \Delta r^2(\tau) \geq 0 \quad G_1(\mathbf{r}, \tau) = S_0(\mathbf{r} - \mathbf{r}_0),\]

where the reduced scattering coefficient \( \mu_s' = (1 - g) \mu_s \), \( g \) is the anisotropy factor of scattering, \( D = \frac{1}{3(\mu_a + \mu_s')} \) is the optical diffusion coefficient, and \( S_0(\mathbf{r} - \mathbf{r}_0) \) is the isotropic point source located at \( \mathbf{r} = \mathbf{r}_0 \), \( k_0 = \frac{2\pi n_0}{\lambda} \) is the modulus of propagation vector of light where \( n_0 \) is the refractive index of free medium and \( \lambda \) is the wavelength of light. Here \( \mathbf{r} = (x, y, z) \) is the spatial co-ordinate in three dimensional space and \( \tau \) is the correlation time.

The dynamics of the scattering medium is modeled by \( < \Delta r^2(\tau) > \) which is the mean square displacement (MSD) of the scatterers [3]. When the motion of scatterers is modeled as Brownian motion then \( < \Delta r^2(\tau) > = 6 D_B \tau \), where \( D_B \) is the particle diffusion coefficient. Under a directed capillary flow of the scatterers the MSD is given by \( < \Delta r^2(\tau) > = V^2 \tau^2 \) where \( V^2 \) is the square of the effective (average) velocity of the scattering particles. We consider here both the Brownian motion as well as the directed flow and hence MSD is given by \( < \Delta r^2(\tau) > = 6 D_B \tau + V^2 \tau^2 \). Other more general formulations are also possible to account for different types of motion and effects [3, 27].

In DCS, the measurement available is the intensity autocorrelation, \( g_2(\mathbf{r}, \tau) = < I(t) I(t + \tau) > \), instead of the field autocorrelation which is related to normalized field autocorrelation \( g_1(\mathbf{r}, \tau) = \frac{G_1(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)} \) through the Siegert relation [28]: \( g_2(\tau) = 1 + \beta |g_1(\tau)|^2 \). Here \( \beta \) is a constant, typically less than one, whose value depends on the detection optics as well as the different optical modes in the measurement. Together with the CDE in Eq.1 and the Siegert relation, DCS quantitatively measures the MSD. For diffuse correlation tomography (DCT), in an analogous fashion to DOT, a perturbation approach and an inverse algorithm is utilized connecting the local perturbations of the MSD and the measurement, \( g_2(\mathbf{r}, \tau) \) for several source-detector pairs (r) and correlation delays (\( \tau \)). This is then used to recover the spatial distribution of \( D_B \) or \( V^2 \) [11, 13, 16]. We note that the reported quantity in DCS/DCT and hence in SCOT is an effective diffusion coefficient \( (D_B) \) obtained from fitting to correlation data and it is not the traditional thermal Brownian diffusion coefficient of red blood cells. It is, however, well validated that this model represents the absolute and relative blood flow in tissues [3, 4, 29]. We also note that the use of the reflection geometry is challenging but is feasible and useful as it is the case for any diffuse optical tomography problem including DCT [11, 16, 30, 31] application.

In speckle contrast based measurements, instead of \( g_2(\tau) \), another statistical quantity called the speckle contrast, \( \kappa \), is used for flow measurement. The speckle contrast is defined as the ratio of the standard deviation (\( \sigma_T \)) of measured intensity to its mean (\( \mu_T \)) value in the spatial domain, i.e. [32],

\[ \kappa(\mathbf{r}, T) = \frac{\sigma_T(\mathbf{r}, T)}{\mu_T(\mathbf{r}, T)} \]  \hspace{1cm} (2)

where \( T \) is the exposure time of the detection system. \( \kappa \) varies between zero and one and higher values indicate slower fluctuations of the scatterers. In LSF, single scattering approximations and uniform illumination of the sample of interest is utilized relating \( \kappa \) to blood flow at superficial layers.

By using the Siegert relation the speckle contrast can be expressed in terms of the normalized field autocorrelation \( g_1(\mathbf{r}, \tau) \) as [33],

\[ \kappa^2(\mathbf{r}, T) = \frac{2B}{T} \int_0^T |g_1(\mathbf{r}, \tau)|^2 \left( 1 - \frac{\tau}{T} \right) d \tau. \]  \hspace{1cm} (3)

We note that this equation with the appropriate Green’s function could be used to fit for the background blood flow by using data measured at different source detector separations. The
relation connecting $\kappa$ and $g_1(r, \tau)$ as given in Eq.3 along with the CDE in Eq.1 can be made if we consider point sources and utilize solutions of Eq.1 to obtain $g_1$. We now take this approach which generalizes the previous works and can be used to generate quantitative measurements. We use the Green’s function solution of CDE in Eq.1 for a semi-infinite geometry [16] and the expression in Eq.3 at different source-detector separations and/or exposure times. The use of an analytic Green’s function is adopted here for simplicity but more complex methods such as the finite element method (FEM) can also be employed to incorporate complex geometries with inhomogeneous distribution of tissue properties. This was previously reported for both DOT and DCT [13, 30] and can directly be applied to SCOT.

The typical behavior of $\kappa$ with respect to exposure time and the source-detector separation, $r$, are shown in Figs. 1(a) and (b) respectively. Here we have used $\mu_a = 0.03 cm^{-1}$, $\mu_s' = 6.31 cm^{-1}$, $D_B = 10^{-8} cm^2/s$, $\beta = 0.5$ and $\lambda = 7.85 \times 10^{-5} cm$ for the computation of Green’s function. As expected, the speckle contrast decreases as exposure time is increased for a given source-detector separation and also decreases with increasing source-detector separation. It is this dependence on these parameters that we will utilize in SCOT to obtain three-dimensional (3D) images of the distribution of the dynamics of the probed tissue volume.

![Fig. 1. The computed speckle contrast based on CDE model in transmission geometry with $D_B = 10^{-8} cm^2/s$: (a) Speckle contrast versus exposure time (b) Speckle contrast versus source detector separation ($r$).](image)

2.2. Born approximation for speckle contrast optical tomography

In order to be able to carry out tomography, we should first develop the inverse imaging problem where the 3D distribution of MSD, $\Delta r^2(\tau)$, inside the volume of interest is recovered from the measurement of the two dimensional distribution of intensity speckle contrast, $\kappa$, at the surface using the CDE in Eq.1.

We derive the linear Born approximation [19, 30, 34] to reconstruct $\Delta r^2(\tau)$ from $\kappa$ as explained below. In the future, this could readily be extended to other perturbation methods and non-linear approaches.

For simplicity, we adopt the following notations: $C_0 = \frac{1}{2} \mu'_s k_0^2$, $C_B = 2 \mu'_s k_0^2 \tau$ and $C_r = \frac{1}{2} \mu'_s k_0^2 \tau^2$. We first consider the homogeneous solution $G_0^h(r, \tau)$ which solves Eq.1 with $\Delta r^2(\tau) = \Delta r^2(\tau)^0$ where $\Delta r^2(\tau)^0 = 6D_B^0 \tau + (V^2)^0 \tau^2$ is the baseline MSD. Due to the presence of perturbation in MSD by an amount $\Delta r^2(\tau)^\delta = 6D_B^\delta \tau + (V^2)^\delta \tau^2$ the $G_0^h(r, \tau)$ will get perturbed by an amount $G_{sc}^h$, resulting in perturbed field correlation $G_1(r, \tau) = G_0^h(r, \tau) + G_{sc}^h(r, \tau)$. Here $G_1(r, \tau)$ can be obtained by solving Eq.1 with MSD $\Delta r^2(\tau) = \Delta r^2(\tau)^0 + \Delta r^2(\tau)^\delta$. 
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Substituting the above expression for \(G_1\) in Eq.1, and subtracting Eq.1 from the resulting equation, an expression for \(G_{sc}\) can be written as,

\[
G_{sc}(\mathbf{r}_d, \mathbf{r}_s, \tau) = -C_0 \int_{\Omega} G(\mathbf{r}', \mathbf{r}_d, \tau) \left( G^0_1(\mathbf{r}', \mathbf{r}_s, \tau) + G_{sc}(\mathbf{r}', \mathbf{r}_s, \tau) \right) \Delta r^2(\tau) \delta \mathbf{r}'. 
\]  

(4)

Here \(G(\mathbf{r}', \mathbf{r}_d, \tau)\) is the Green’s function for the operator given by Eq.1 with \(\Delta r^2(\tau) \delta \mathbf{r}' = 0\).

The first Born approximation states that scattered field \(G_{sc}\) is negligibly small compared to the background (homogeneous) field \(G^0_1\), i.e., \(G_{sc} \ll G^0_1\), and hence the above nonlinear integral equation reduces to a linear integral equation in \(G_{sc}\) given by

\[
G_{sc}(\mathbf{r}_d, \mathbf{r}_s, \tau) = -C_0 \int_{\Omega} G(\mathbf{r}', \mathbf{r}_d, \tau) G^0_1(\mathbf{r}', \mathbf{r}_s, \tau) D_B^2 d\mathbf{r}' 
+ C_v \int_{\Omega} G(\mathbf{r}', \mathbf{r}_d, \tau) G^0_1(\mathbf{r}', \mathbf{r}_s, \tau) (V^2) \delta \mathbf{r}'. 
\]

(5)

Since \(\kappa\) depends on the normalized field autocorrelation \(g_1(\tau)\), in order to compute the perturbations in measurement due to flow term \(V_0\), we divide the expression \(G_1(\mathbf{r}, \tau) = G^0_1(\mathbf{r}, \tau) + G_{sc}(\mathbf{r}, \tau)\) by \(G_1(\mathbf{r}, 0)\) on both sides resulting in

\[
\frac{G_1(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)} = \frac{G^0_1(\mathbf{r}, \tau)}{G^0_1(\mathbf{r}, 0)} + \frac{G_{sc}(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)}. 
\]

(6)

which gives

\[
\frac{G_1(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)} = \frac{G^0_1(\mathbf{r}, \tau)}{G^0_1(\mathbf{r}, 0)} \frac{G^0_1(\mathbf{r}, 0)}{G_1(\mathbf{r}, 0)} + \frac{G_{sc}(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)}. 
\]

(7)

When \(\tau = 0\), \(G_{sc} = 0\) and hence \(G^0_1(\mathbf{r}, 0) = G_1(\mathbf{r}, 0)\) which implies

\[
g_1(\mathbf{r}, \tau) = g^0_1(\mathbf{r}, \tau) + \frac{G_{sc}(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)}. 
\]

(8)

Hence, the measurement \(\kappa\) corresponding to the inhomogeneous normalized field autocorrelation \(g_1\) under perturbations due to flow is given by

\[
\kappa^2(\mathbf{r}, T) = \frac{2\beta}{T} \int_0^T \left[ g^0_1(\mathbf{r}, \tau) + \frac{G_{sc}(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)} \right]^2 \left( 1 - \frac{\tau}{T} \right) d\tau 
= \frac{2\beta}{T} \int_0^T \left[ (g^0_1(\mathbf{r}, \tau))^2 + 2g^0_1(\mathbf{r}, \tau) G_{sc}(\mathbf{r}, \tau) \frac{G_{sc}(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)} + \left( \frac{G_{sc}(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)} \right)^2 \right] \left( 1 - \frac{\tau}{T} \right) d\tau. 
\]

In order to simplify the above expression, the condition for first Born approximation (\(G_{sc} \ll G^0_1\)) is again invoked resulting in

\[
g^0_1(\mathbf{r}, \tau)^2 + \left( \frac{G_{sc}(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)} \right)^2 = \frac{G^0_1(\mathbf{r}, \tau)^2}{G_1(\mathbf{r}, 0)^2} + \left( \frac{G_{sc}(\mathbf{r}, \tau)}{G_1(\mathbf{r}, 0)} \right)^2 
= \frac{G^0_1(\mathbf{r}, \tau)^2 + G_{sc}(\mathbf{r}, \tau)^2}{G_1(\mathbf{r}, 0)^2} 
\approx \frac{G^0_1(\mathbf{r}, \tau)^2}{G_1(\mathbf{r}, 0)^2} 
= g^0_1(\mathbf{r}, \tau)^2. 
\]

(9)
Therefore, the expression for $\kappa$ reduces to

$$
\kappa^2(\mathbf{r}, T) = \frac{2B}{T} \int_0^T \kappa^0(\mathbf{r}, \tau)^2 \left(1 - \frac{\tau}{T}\right) + \frac{4B}{T} \int_0^T \left(1 - \frac{\tau}{T}\right) \kappa^0(\mathbf{r}, \tau) G_0(\mathbf{r}, \tau).
$$

By defining the baseline speckle contrast as $\kappa_0 = \frac{2B}{T} \int_0^T \kappa^0(\mathbf{r}, \tau)^2 (1 - \frac{\tau}{T})$ and $\Delta \kappa^2 = \kappa^2 - \kappa_0^2$, we proceed to write the change in speckle contrast due to the perturbation in MSD $\Delta \kappa^2(\tau)$ as

$$
\Delta \kappa^2 = -\frac{4B}{T} \int_0^T \left(1 - \frac{\tau}{T}\right) \kappa^0(\mathbf{r}, \tau) \left[ C_0 \int_{\Omega} G(\mathbf{r}', \mathbf{r}_d, \tau) G_0(\mathbf{r}', \mathbf{r}_s, \tau) D^0_{\beta} d\mathbf{r}' + C_v \int_{\Omega} G(\mathbf{r}', \mathbf{r}_d, \tau) G_0(\mathbf{r}', \mathbf{r}_s, \tau) (V^2)^0 d\mathbf{r}' \right] d\tau.
$$

Here $\kappa_0$ is the baseline speckle contrast measured without any perturbation in MSD i.e., when $\Delta \kappa^2(\tau)^0 = 0$. We consider a special case of the above sensitivity relation with $D^0_{\beta} = 0$ and $(V^2)^0 = 0$ i.e., there is no perturbation in Brownian motion and the perturbation to the system is introduced as a deterministic flow represented by $V^2$. We note that the impression of the blood flow in living tissues on the measured quantity is better modelled as $\Delta \kappa^2(\tau) = D^0_{\beta} \tau$. Here we have adopted a flow imaging experiment which uses $\Delta \kappa^2(\tau) = V^2 \tau^2$. The sensitivity relation in Eq.11 can be employed for living tissue by setting $V = 0$ and $(V^2)^0 = 0$ and considering $D^0_{\beta}$ as the baseline flow with $D^0_{\beta}$ as the perturbation in flow from the baseline value. The estimation of errors associated with the Born’s approximation in the context of DOT is addressed in [35] which can be used to estimate the errors for the results presented here, but it is beyond the scope of this paper.

In order to demonstrate that the so-called banana path of photon propagation is still preserved for the derived Jacobian, in the special case that is considered, we compute the right hand side of the sensitivity relation in Eq.11 in a three dimensional discretized grid (please see Section 2.3 and Fig. 2(b) ). Here analytic Green’s function for semi-infinite geometry with homogeneous distribution of tissue properties is used to compute the Jacobian. But the expression for the Jacobian as given in Eq.11 is derived without any assumption on the form of the solution and hence this formalism permits the use of other forward solvers for CDE in Eq.1.

The plot of logarithm of Jacobian in the YZ plane for X co-ordinate=1.8 cm for a source and the detector positioned at $\mathbf{r}=(1.8 \ 0 \ 2.0)$ and $\mathbf{r}=(1.8 \ 1.5 \ 1.08)$ respectively is shown in Fig. 2(a).

2.3. Inversion algorithm

The computation of the sensitivity relation (Eq.11) is done in a discretized slab geometry which corresponds to the size of the object to be imaged in the experiment as well as the scanning pattern of the source relative to detector positions. The computational domain is a rectangular slab of size $N_x \times N_y \times N_z$ as shown in Fig. 2(b). The distribution of the flow inside the tube is depicted in the three dimensional slice plot in Fig. 2(c) where the geometry shown is used for the simulations. As shown in Fig. 2(d), the sources are scanned along the XZ plane ($Y = 0$) and the intensity images are collected from the X-Z plane at $Y = N_z$ (plane ABCD) which serves as the detector plane.

The first part of the computational algorithm involves the computation of the speckle contrast from experimentally measured raw intensity images. In order to calculate speckle contrast, X-Y co-ordinates of sources from the intensity images were computed using the centre of mass of
(a) The Jacobian (in logarithmic scale) given in Eq.11 computed for a given source detector pair in a three dimensional grid.

(b) The scanning geometry of SCOT: the geometry of sample along with the positions of scanning of source as well as the location of the tube carrying the flow.

(c) The location of the tube (brighter region) in the geometry used for simulations.

(d) The scanning positions of the sources and detectors. Here the sources and detectors are in two different planes (along Y-axis) which are 1.5cm apart.

Fig. 2. The geometry of the scanning in SCOT along with the plot of Jacobian and location of the tube used to generate the flow.

images and with the help of a Canny edge detecting algorithm. For each \( N_s \) sources we have used \( N_d \) detectors in the detector plane ABCD.

We discretize the (X,Y,Z) co-ordinates into \( v_x, v_y \) and \( v_z \) points respectively, which gives a total of \( v_x \times v_y \times v_z \) voxels for the three dimensional slab geometry. The baseline speckle contrast \((\kappa_0)\) corresponding to the \( D_{B}^{h} \), is computed using the semi-infinite Green’s function solution of CDE in Eq.1. The term in left hand side of the Eq.11, which is the perturbation in speckle contrast due to the flow relative to its baseline value \((E = \Delta \kappa^2)\), is computed by subtracting the baseline speckle contrast from the speckle contrast computed from intensity images measured in the presence of flow. The right hand side term in Eq.11 is computed using the rectangular geometry with \( N_V = v_x \times v_y \times v_z \) voxels and for \( N_s \times N_d \) source-detector pairs which gives the Jacobian matrix \((J)\) of size \((N_s \times N_d) \times N_V\).

In particular, we discretize the (X,Y,Z) co-ordinates into 14, 8 and 16 points respectively which gives a total of 1792 voxels with a volume of 0.008 cm\(^3\) for the three dimensional slab geometry. Finally, the Jacobian is normalized to get \( J = J \circ B \) where ‘\( \circ \)’ denotes Hadamard product defined as \((J \circ B)_{i,j} = (J)_{i,j}(B)_{i,j}\) (point wise multiplication). Here \( B \) is a matrix of size \((N_s \times N_d) \times N_V\) whose rows are the vector \( b \) such that \( b_i = \frac{1}{a_i} \) for \( i = 1...N_v \) and
\[ a = \sqrt{(c^T + \lambda_2 \max(c^T))} \] [16,36]. Here indices in suffix position is used to denote the elements of the matrix, the vector \( c \), of size \( N_V \times 1 \), is the sum of rows of the Jacobian and \( 'T' \) notates the transpose of the matrix.

In the discretized domain, Eq.11 can be re-casted in terms of the normalized Jacobian \( \tilde{J} \) which gives

\[ (V^2)^\delta = B^T \circ \tilde{J}^T (\tilde{J}^T \tilde{J} + \lambda I)^{-1} \Delta \kappa^2 \] (12)

where, due to the ill-posedness of the system of equation, we have used \( \lambda = \lambda_1 \max(diag(S)) \).

Here \( S \) is the diagonal matrix obtained using the singular value decomposition of the matrix \( \tilde{J} \).

We have found, by trial and error, that \( \lambda_2 = 10 \lambda_1 \) where we have taken \( \lambda_1 = 0.1 \) gives optimal results. The flow velocity is computed by solving the linear system of regularized discrete sensitivity equations given in Eq.12.

### 3. Experimental method

The experimental set up is shown in Fig. 3. A temperature controlled continuous laser diode (Thorlabs L785P090, 785 nm, 90 mW) was focused down to a beam of < 1 mm diameter to probe the sample. The sample, which consists of a 1% Lipofundin MCT/LCT solution (B.BRAUN, Germany) in water with \( \mu_\text{e}=0.03 \text{ cm}^{-1}, \mu_\text{b}=6.31 \text{ cm}^{-1} \) (both at 785nm) was filled in a transparent plastic container of size \( N_x = 3.8 \text{ cm}, N_y = 1.5 \text{ cm} \) and \( N_z = 5 \text{ cm} \) as shown in Fig. 2(b). The light source was focused on the bottom of the sample and the produced speckle patterns were imaged from the top with a a monochrome scientific complementary metal-oxide-semiconductor camera (sCMOS; Orca flash4.0, Hamamatsu, Japan) at the top surface of the sample. The horizontal field of view was \( \approx 4 \text{ cm} \), resulting in a pixel diameter of \( 3 \times 10^{-4} \text{ cm} \). A f/\# of 16 was chosen to roughly match the speckle size to pixel size. The exposure time of the camera was set to 1 ms. Each pixel over the image corresponds to a specific distance from the source, and hence, the use of a camera provides dense spatial sampling with a large field-of-view.

A pair of galvo controlled mirrors were used to scan the laser point source in the bottom X-Z plane of the container. We have used \( N_y = 75 \) different source positions arranged in an array of 3 rows with each having 25 sources. This array is homogeneously distributed in the field of view of the camera (3.9 cm x 3.7 cm in XZ plane ) and each source corresponds to one position of the focused laser beam. The laser was set in every position during 0.5 seconds to acquire 35 intensity images per source, with a 1 ms exposure time. The scanning positions of the source and the detectors are depicted in Fig. 2(d).

As a perturbation, a slightly turbid plastic tube of 0.4 cm diameter is introduced inside the rectangular container through which the same liquid as the rest of the phantom is pumped using a peristaltic pump. Therefore, the optical properties within the tube were same as the background and the tube walls were found to have a negligible effect in the background measured speckle contrast. The following velocities were utilized: \( V = 0.11,0.21,0.32,0.43,0.64,0.85,1.06,2.12 \text{ and } 3.18 \text{ cm/s} \). Here the pump gives the flow \( (\text{F in cm}^3/\text{s}) \) and we related it to the velocity by using the diameter \( (d) \) of the tube as \( V = \frac{4F}{\pi d^2} \).

For each velocity, we have recorded thirty five transmitted intensity images. The rationale behind choosing a tube with 0.4 cm is to mimic the spatial distribution of the cerebral hemodynamic response to functional stimulation and induced ischemia in rodents [16,37]. The range of velocities is chosen to cover an extreme range of perturbations in the signals.

For the analysis, for each source, \( N_I = 75 \) detectors were defined, located at XZ plane for \( Y=1.5 \text{ cm} \) thus comprising a total of \( N_U \times N_I = 5625 \) source-detector pairs which serves as the SCOT data. \( \kappa \) was calculated for each detector position using a 5x5 pixel window. These values are averaged over 35 images corresponding to each source and using Eq. 2 the speckle contrast for each detector is computed.
3.1. Shot noise correction in speckle contrast

In all experiments, the theoretical speckle contrast as shown in Fig. 1(b) will be different from the speckle contrast computed from experimentally measured intensity images due to noise. One of the detrimental noise sources is the shot noise which obey the Poisson statistics. Hence the speckle contrast due to shot noise can be written as \( \kappa_s = \frac{1}{\sqrt{\gamma I}} \), where \( \gamma \) is the ratio of full well capacity of CCD/sCMOS camera to its analog-to-digital conversion bits. The presence of shot noise will result in the speckle contrast computed from experimentally measured intensity images to increase with respect to spatial variable \( r \), in contrary to theoretical behavior as shown in Fig. 1(b). This is evident from the expression for speckle contrast due to shot noise, \( \kappa_s \), which is inversely proportional to intensity and hence directly proportional to \( r \) for a point source illumination. In order to reduce out the effect of the shot noise in the speckle contrast we define a corrected speckle contrast \( [38] \) which is

\[
\kappa_c = \sqrt{(\kappa^2 - \kappa_s^2)}
\]

with \( \gamma = 0.4578 \) (defined for our specific camera model). The corrected speckle contrast behaves more closer to the speckle contrast derived from theoretical model and hence we use the corrected speckle contrast for SCOT (Please see Fig. 4(a) and 4(b) in section 4). The dynamic range could be further extended by improving the detected SNR and taking into account other significant sources of noise that introduce systematic errors.

4. Results

4.1. Validation of the point source model and data

The speckle contrast due to the Brownian motion represented by \( \kappa_0 \) has to be determined \textit{apriori} for the SCOT inversion procedure. Hence the speckle contrast measurement computed with transmitted intensity images from the Lipofundin phantom illuminated by a point source is fitted against the numerically computed speckle contrast using CDE. In the fitting algorithm, based on nonlinear least square minimization, we have used the experimentally measured values of optical absorption (\( \mu_a = 0.03 \ cm^{-1} \)) and scattering coefficient (\( \mu'_s = 6.31 \ cm^{-1} \)) while the algorithm minimizes for \( D_B \). Figure 4(a) shows the speckle contrast, computed from experimental data, with and with out shot noise correction. Figure 4(b) shows the computed speckle contrast (from Equation 3) fitted against the measured speckle contrast (shot noise corrected) as a function of source distance separation in centimeters. We would like to mention that the speckle contrast up to a source-distance separation of 2.3 cm is only used for fitting since the systematic deviations form the theory due to uncorrected noise factors increases considerably after this separation. The \( D_B = 1.68 \times 10^{-8} \ cm^2/s \) we obtained by the fitting algorithm is in
agreement with the $D_B = 1.95 \times 10^{-8} \text{cm}^2/\text{s}$ that we obtained using DCS measurement.
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Fig. 4. Speckle contrast due to Brownian motion: (a) The speckle contrast computed with ($\kappa_c$) and without ($\kappa$) shot noise correction for the Lipofundin phantom, (b) theoretical speckle contrast fitted for $D_B$ against the corrected speckle contrast ($\kappa_c$).

In Fig. 5 we plot the perturbation in the speckle contrast from its background value along the Z-direction as a function of two different flows. Here $v_1$ is three times higher than the other ($v_2$). We clearly see the velocity dependent change in the speckle contrast due to the flow in the tube. This is essentially a demonstration that the left hand side of Eq.11 is sensitive to the flow velocity in the tube.

![Diagram](imagec.png)

Fig. 5. The perturbation in speckle contrast from the background, $\Delta \kappa^2$, for two different velocities differing approximately by three folds ($v_1 = 3v_2$).

4.2. Experimental demonstration of SCOT

As noted above, we consider only those detectors that lie within 2.3 cm of each source position. As sources are illuminated in a bounded rectangular geometry, the number of detectors per each source within a distance of 2.3 cm will vary according to the source positions. Therefore, the size of the Jacobian with the new set of detectors is $5269 \times 1792$. The normalized system of equation, as given in Equation 12, is solved for ($V^2$), whose square root gives the flow velocity.

The reconstructed flow profile, for the highest value of flow (3.18 cm/s), as a three dimensional slice plot is shown in Fig. 6(a). Similar plots for the velocities 1.06 cm/s and 0.32 cm/s are shown in Figs. 6(b) and 6(c) respectively. The tube is clearly visible, albeit with a relatively poor resolution as expected from DOT images. Different velocities provide different amounts of contrast. To quantify the observed changes in velocity, we assign a predetermined volume (matching the original position of the tube) which comprises of the rectangular region formed by (X=0.5 to 3.1 cm, Y=0.65 cm to 0.85 cm and Z=1.7 cm to 1.9 cm ) with a total volume of
Fig. 6. The three dimensional slice plot of the reconstructed flow velocity for original velocity of 3.18 cm/s, 1.06 cm/s and 0.43 cm/s are shown in (a), (b) and (c) respectively. The volume integral of the reconstructed velocity against the original velocity is shown in (d) where the volume integration is done in a predetermined volume.

0.1040 cm$^3$. A plot of the integrated value of the reconstructed and original velocities in this predetermined volume is shown in Fig. 6(d). The normalization is done by dividing the original and reconstructed flow corresponding to the flow value of 0.85 cm/s. A linear fit, using the data from original velocities ranging from 0.11 cm/s to 1.06 cm/s of the reconstructed flow gives a slope of 0.97. This slope is quite encouraging for this limited range. The underestimation for the larger perturbations, i.e. for larger velocities, is presumably due to the failure of the linearized Born approximation [39].

5. Discussions and conclusion

We have presented a new tomographic imaging method, speckle contrast optical tomography (SCOT), to measure the blood flow distributed in deeper regions of the tissue. We have proposed and demonstrated that by scanning the point laser source over the sample and acquiring multiple speckle measurements simultaneously using a array of detectors like a CCD or CMOS camera, we are able to model the speckle statistics with a photon diffusion model, fit the model to the data to obtain information about sample dynamics and use in a tomographic inverse problem.

After deriving the physical model and a linearized inversion model, we have carried exper-
iments in a liquid phantom with a cylindrical inclusion with varying flow rates of scatters in the transmission geometry. We were able to obtain three dimensional reconstructions and quantify the flow rate over a large range. For the \textit{in vivo} applications, this technique would allow us to image local or temporal variations in blood flow for example due to neuronal stimuli, pharmacological or physiological changes in time or heterogeneities due to local ischemia or a tumor.

In general, the inverse problem associated with the recovery of MSD from the speckle contrast measurement can be re-casted as nonlinear optimization problem. We have adopted the standard procedure to linearize the non-linear inverse problem using the Born approximation. We have derived the sensitivity relation connecting the perturbations in speckle contrast measurements from its baseline value to the changes in flow velocity. In the discretized geometry, the sensitivity relation is called the Jacobian which was plotted for a given source-detector pair to show that it preserves the so-called banana path as observed in DOT. We have further plotted the corrected speckle contrast as a function of spatial co-ordinates versus different values of flow velocity to show the sensitivity of the data for inversion to the perturbations in flow. Having computed the Jacobian and measure the perturbation in speckle contrast from its baseline value, we presented the recovery of the flow velocity using Tikhonov-regularized least square minimization. In a nutshell, SCOT overcomes the limited dynamic range and low SNR of DWS (and hence DCT) and lower penetration depth of LSF and provides a three dimensional distribution of flow in tissue using faster and cheaper instrumentation.

In past, various proposals were made to improve the depth of imaging. One study [40] proposed a line beam scanning illumination instead of the uniform illumination. However, while promising, this study did not develop a physical model that allowed a quantitative measurement. In another study [41], the authors have used a transmission geometry through the finger joint, 1.0-1.5 cm, but did not use a proper physical model or achieved any depth resolution. Depth sensitive speckle contrast measurement using a sinusoidally modulated source is used in [42], where a pair of confined flows separated 2 mm apart and at a depth of 2 mm and 4 mm were measured. Although this work presents the relation connecting speckle contrast to the electric field autocorrelation for sinusoidal source excitation, a quantitative recovery of the effective flow velocity from the measured speckle contrast was not presented.

Furthermore, we note that quantitative measurements with point-sources of homogeneous media are feasible, i.e., this work also demonstrates a speckle contrast optical spectroscopy (SCOS) that is discussed in details elsewhere [?] which is the basis of the model utilized for the SCOT method. The SCOS method is a more general and quantitative method compared to previous point source speckle contrast studies [43, 44]. In a recent study [43], authors measure flow in tissue mimicking phantoms as well as in human arm using speckle contrast measurements but with point sources and detection at a distance. This study was further extended [44] by the same group to multi channel deep tissue flowmetry. However, they did not extract the dynamic parameters from the laser speckle contrast data, but, instead, they have worked in a range where the two are linearly related and considered the inverse of the laser speckle contrast as an index of blood flow. These studies have shown that quantitative laser speckle contrast measurements with point sources may be feasible by introduction of a proper inverse model relating the dynamics of the scatterers to the speckle contrast. Furthermore, these studies have assumed a homogeneous distribution of blood flow in the phantoms or tissues and did not attempt to reconstruct the distributions of the variations in the dynamics.

Previously, deep tissue blood flow measurements was made possible by diffuse correlation spectroscopy (DCS) [3, 10, 26] which relies on the measurement of the intensity autocorrelation of the random fluctuations of multiply-scattered light intensity. DCS is essentially a unification of the multiple scattering models for LSF and diffuse wave spectroscopy (DWS) in the setting of
the tissue optics. A coherent laser point source is used in DCS which enables us to probe several centimetres of tissue with high temporal ($\approx 100$ms) but limited spatial ($\approx 0.1$ cm) resolution. Traditional DCS measurement employs individual detectors to capture the temporal statistics of intensity from each speckle [11, 12, 45].

We acknowledge that the spatial localization of the reconstructed flow velocity values needs further improvement as evident from the Figs. 6(a)-(d). This suggests us to use a denser scanning of the the source in the XZ plane as the slices near to the source positions are having good spatial localization of the flow profile. This also reduces the inherent ill-posedness associated with the inverse problems involving the diffusion equation. This type of denser scanning would have been prohibitively expensive and/or time consuming with the current DCT technologies. However, with SCOT, this can readily be implement.

The limited linear range in measuring the flow velocity as revealed by the plot in Fig. 6(d) suggest to adopt an iterative Born inversion instead of the first Born approximation. As discussed above, the estimation of errors associated with the Born’s approximation was previously carried out in the context of DOT [35] and was experimentally demonstrated [39]. A more accurate nonlinear-iterative reconstruction algorithm can be adopted to improve the accuracy of the reconstruction as was already presented for DCT and DOT using numerical methods such as FEM [13, 30].

Our results are bit limited in dynamic range since the data is plagued by systematic deviations from the theoretical model due to unaccounted sources of noise. We have considered only shot noise along with a method to remove its effect in the present work whereas other noise sources like read noise, flat pixel noise, variability of hot pixels have to be accounted to derive an accurate noise model. The next step is to translate these measurements to non-invasive, non-contact measurements of the 3D blood flow in vivo.

Deep tissue perfusion imaging is considered as one of the important imaging problems in the medical imaging research. In this work, we have developed and experimentally demonstrated a new optical method for three dimensional imaging of blood flow in tissues. Speckle contrast optical tomography (SCOT) is based on laser speckle contrast approaches and combines the physical models utilized in diffuse correlation tomography (DCT) with laser speckle flowmetry (LSF). The main potential advantage of SCOT is that it combines the deep perfusion imaging capability of DCS along with the rapid data acquisition possible in LSF even with a very dense sampling of sources and detectors without being prohibitively expensive. This makes SCOT a promising technique for deep perfusion imaging.
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