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Subcellular optogenetic activation of Cdc42 controls local and distal signaling to drive immune cell migration

Patrick R. O’Neill\textsuperscript{a,*}, Vani Kalyanaraman\textsuperscript{a}, and N. Gautama\textsuperscript{a,b,*}

\textsuperscript{a}Department of Anesthesiology and \textsuperscript{b}Department of Genetics, Washington University School of Medicine, St. Louis, MO 63110

ABSTRACT Migratory immune cells use intracellular signaling networks to generate and orient spatially polarized responses to extracellular cues. The monomeric G protein Cdc42 is believed to play an important role in controlling the polarized responses, but it has been difficult to determine directly the consequences of localized Cdc42 activation within an immune cell. Here we used subcellular optogenetics to determine how Cdc42 activation at one side of a cell affects both cell behavior and dynamic molecular responses throughout the cell. We found that localized Cdc42 activation is sufficient to generate polarized signaling and directional cell migration. The optically activated region becomes the leading edge of the cell, with Cdc42 activating Rac and generating membrane protrusions driven by the actin cytoskeleton. Cdc42 also exerts long-range effects that cause myosin accumulation at the opposite side of the cell and actomyosin-mediated retraction of the cell rear. This process requires the RhoA-activated kinase ROCK, suggesting that Cdc42 activation at one side of a cell triggers increased RhoA signaling at the opposite side. Our results demonstrate how dynamic, subcellular perturbation of an individual signaling protein can help to determine its role in controlling polarized cellular responses.

INTRODUCTION

Migrating cells exhibit spatially polarized intracellular signaling, with distinct biochemical events confined to the front or back of a cell (Artemenko et al., 2014). Signaling proteins and lipids have been identified that localize to either the front or back (Cai and Devreotes, 2011), but how this spatial polarization is generated, maintained, and reversed remains poorly understood. These are inherently dynamic cellular processes, but they have mostly been studied using genetic perturbations that lack temporal or subcellular spatial control. In general, it is not known how changing the activity of a given signaling protein affects the rest of the signaling network both locally and distally within a cell. Here we use an optogenetic approach to dynamically control endogenous Cdc42 activity and determine its ability to control signaling events at the front and back of migratory immune cells.

The Rho-family monomeric G protein Cdc42 is considered a master regulator of cell polarity (Etienne-Manneville, 2004). It has been implicated in both G protein–coupled receptor (GPCR)– and receptor tyrosine kinase (RTK)–stimulated chemotaxis in cell types ranging from leukocytes to fibroblasts (Chou et al., 2003; Li et al., 2003; Cau and Hall, 2005). Cdc42 activity is found at the leading edge of migrating cells (Li et al., 2003), where it contributes to the generation of cytoskeleton-driven cellular protrusions by regulating Wiskott–Aldrich syndrome protein (WASP) and subsequently Arp2/3 (Leung and Rosen, 2005). This would suggest a role in generating cell locomotion. However, studies using gene knockdown or a dominant-negative Cdc42 mutant suggest that Cdc42 is not required for cell motility but instead plays a critical role in controlling the directionality of cell migration (Allen et al., 1998; Li et al., 2003; Srinivasan et al., 2003; Hind et al., 2014). These observations indicate that Cdc42 may play an important role in controlling the formation of front–back polarity in migrating cells. Indeed, it has been suggested...
mediated activation of Cdc42 was not measured directly. Therefore, responses to GPCR stimulation (RAW 264.7 cells, a dominant-negative Cdc42 mutant inhibited cytoskeletal dynamics). Here we sought to identify the contributions of the Rho-family protein Cdc42 to cell migration by applying optogenetics in RAW cells. First, we performed experiments to verify that chemoattractant receptors trigger Cdc42 activation in RAW cells. Second, we sought to determine directly the effects of localized Cdc42 activation on cell migration. To optically activate Cdc42 independently of upstream signaling events, we used light-inducible dimerization to optically recruit a Cdc42-selective guanine nucleotide exchange factor (GEF) to the plasma membrane (Figure 2; Guntas et al., 2015). The approach is based on optical control of the interaction between the bacterial protein SspB and the peptide SsrA.

**RESULTS**

**Chemoattractant-sensing GPCRs trigger Cdc42 activation in RAW 264.7 macrophage cells**

We previously demonstrated that the macrophage-like cell line RAW 264.7 provides a useful model system for optogenetic studies of immune cell migration (Karunaratne et al., 2013b; O’Neill and Gautam, 2014). We showed that migration of these cells can be controlled by optically stimulating G protein–coupled blue opsin (Karunaratne et al., 2013b) or directly generating intracellular signaling gradients through the use of novel constructs for subcellular optogenetic inhibition of heterotrimeric G protein subunits (O’Neill and Gautam, 2014). Farther downstream in the chemoattractant-stimulated signaling cascade, Rho-family monomeric G proteins play important roles in controlling cell morphology through regulation of cytoskeletal dynamics. Here we sought to identify the contributions of the Rho-family protein Cdc42 to cell migration by applying optogenetics in RAW cells. First, we performed experiments to verify that chemoattractant receptors trigger Cdc42 activation in these cells.

Cdc42 activation downstream of chemoattractant-sensing GPCRs has been reported in a variety of cell types (Benard et al., 1999; Li et al., 2003; Ueda et al., 2008; Runne and Chen, 2013). In RAW 264.7 cells, a dominant-negative Cdc42 mutant inhibited cytoskeletal responses to GPCR stimulation (Cox et al., 1997), but GPCR-mediated activation of Cdc42 was not measured directly. Therefore, we used a live-cell imaging approach to detect GPCR stimulation of Cdc42 (Figure 1). The translocation was transient, suggesting that the Cdc42 response to a global stimulus exhibits adaptation. This is consistent with several signaling responses that have been reported to exhibit adaptation to spatially uniform activation of chemoattractant receptors (Devreotes and Horwitz, 2015). Thus chemoattractant receptors activate Cdc42 in RAW 264.7 cells, consistent with findings in other types of migratory cells.

**Subcellular optogenetic activation of Cdc42 generates directional migration**

Next we sought to determine directly the effects of localized Cdc42 activation on RAW cell migration. To optically activate Cdc42 independently of upstream signaling events, we used light-inducible dimerization to optically recruit a Cdc42-selective guanine nucleotide exchange factor (GEF) to the plasma membrane (Figure 2; Guntas et al., 2015). The approach is based on optical control of the interaction between the bacterial protein SspB and the peptide SsrA.
Cdc42-driven cell migration broadly reflects GPCR-driven migration

Immune cell migration is driven natively by activation of GPCRs and RTKs that sense chemoattractants. We examined migration driven by GPCR activation relative to direct activation of Cdc42. Such a comparison can identify whether Cdc42 activation recapitulates GPCR activated migration or is distinctly different as a result of the activation of the downstream element alone. We compared migration driven by optical activation of Cdc42 to that driven by optical activation of blue opsin. Blue opsin is a light-activated GPCR from cone photoreceptor cells that we showed is capable of activating Gi/o heterotrimeric G proteins in heterologous cell types and directing immune cell migration (Karunarathne et al., 2013a,b).

Asymmetric activation of blue opsin resulted in a directionally sensitive migration of RAW cells that was broadly similar to the migration elicited by direct activation of Cdc42 (Figure 4 and Supplemental Movie S2). The ability of direct Cdc42 activation to coordinate several responses, including generation of lamellipodia and retraction of the cell rear to control migration similar to GPCR-driven migration, reveals that Cdc42 generates “frontness” responses in the region where it is activated, as well as “backness” signals at the opposite side of the cell that lead to retraction of the cell rear. We explored both of these aspects of Cdc42 signaling in more detail in the experiments to be described.

Verification that optically triggered membrane recruitment of ITSN’s GEF domain locally activates Cdc42

The established selectivity of ITSN GEF activity for Cdc42 over other monomeric G proteins (Jaiswal et al., 2013), together with a lack of responses in negative control cells expressing an mCh-SspB construct lacking the ITSN domain (Supplemental Figure S1), suggests that the migration described earlier occurred due to activation of Cdc42 as intended. Optically triggered membrane recruitment of the ITSN-DHPI domain has been demonstrated to activate Cdc42 in other cell types, but it has never been tested in migratory immune cells (Levskaya et al., 2009; Guntas et al., 2015; Valon et al., 2015). We therefore directly tested for Cdc42 activation by live-cell imaging of the Cdc42 biosensor Venus-wGBD.

RAW cells were transfected with ITSN-mCh-SspB, iLID-CaaX, and Venus-wGBD. As expected, localized optical activation resulted in translocation of both the ITSN construct and Venus-wGBD to the plasma membrane in the optically activated region (Figure 5A and Supplemental Movie S3). However, light-induced Venus-wGBD translocation was difficult to detect (one of

FIGURE 4: Comparison of GPCR-driven vs. Cdc42-driven migration. Optically stimulated migration of RAW cells through either localized photoactivation of GPCR signaling using blue opsin-mCherry or direct activation of Cdc42 using ITSN-tgRFpt-SspB together with iLID-CaaX. Both are capable of generating directional migration, but cells are more elongated along the direction of migration upon GPCR stimulation relative to Cdc42 activation. We found previously that asymmetric optical activation is best achieved when the optical input is positioned slightly outside of the cell using the laser power reported here (Karunarathne et al., 2013b). Here we found that asymmetric activation of the iLID construct, on the other hand, was optimized by positioning the optical input at the edge of the cell. This difference likely reflects different sensitivities of the chromophores present in opsins and LOV domains. See also Supplemental Movie S2.
seven cells), even when they exhibited clear migratory responses. We suspected that Cdc42 was activated in these cells but at levels below the sensitivity range of the Venus-wGBD sensor. Indeed, cotransfection with wild-type Cdc42 resulted in detectable wGBD translocation in most cells (seven of nine cells; Figure 5B and Supplemental Figure S4). Of note, optical control of endogenous Cdc42 was sufficient to generate cell migration, as well as the molecular responses described in the remaining sections.

The localization of Venus-wGBD on the membrane closely resembled that of the ITSN construct, indicating that Cdc42 activity was spatially confined to the site of optical activation. This suggests that Cdc42 deactivation by GTP hydrolysis is fast enough to inhibit the diffusive spread of activated Cdc42 to other regions of the cell.

Cdc42 triggers actin polymerization at the leading edge
Given the ability of Cdc42 to regulate actin dynamics through WASP and Arp2/3 (Leung and Rosen, 2005), we anticipated that protrusions generated by optical activation of Cdc42 resulted from a local increase in actin polymerization. We tested this hypothesis by combining optical control of Cdc42 with live-cell imaging of mTopaz-Lifeact. Lifeact contains a 17-residue peptide sequence that selectively binds to filamentous actin (Riedl et al., 2008).

RAW cells were transfected with ITSN-mCh-SspB, iLID-CaaX, and mTopaz-Lifeact. Lifeact was initially distributed uniformly around the cell periphery, marking the cortical actin cytoskeleton. Localized optical activation resulted in increased Lifect at the leading edge (six of six cells), consistent with a role for Cdc42 control of actin dynamics in driving cell protrusions (Figure 6, Supplemental Figure S5, and Supplemental Movie S4). Reversing the side of optical activation resulted in rapid reversal of the side of actin polymerization, consistent with the formation of a new leading edge and the ability of the cell to reverse the direction of migration.

FIGURE 5: Optically triggered membrane recruitment of ITSN generates localized Cdc42 activation. (A) Image sequence showing a RAW cell transfected with ITSN-mCh-SspB, iLID-CaaX, and Venus-wGBD. Membrane recruitment of the ITSN construct results in translocation of Venus-wGBD to the site of optical activation, demonstrating local activation of endogenous Cdc42. (B) Overexpression of wild-type Cdc42 enhances the effect. Whereas wGBD translocation in response to optical activation was only clearly detected in one of seven cells containing endogenous Cdc42 (A), it was detected in seven of nine cells when wild-type Cdc42 was cotransfected (B). Time is given in minutes:seconds. Scale bars, 10 μm. See also Supplemental Figure S4 and Supplemental Movie S3.

Cdc42 locally activates Rac but not vice versa
In several cell types, Cdc42 has been reported to trigger Rac activation (Nobes and Hall, 1995; Nishimura et al., 2005). However, how Cdc42 spatially and temporally controls Rac activity is unknown because previous experiments used methods that did not provide dynamic control over Cdc42 activity in living cells. Is Rac activity spatially confined to the region of the cell where Cdc42 is activated, or does local Cdc42-activation result in increased Rac activity throughout the entire cell? How rapidly does Cdc42 activity generate Rac activity, and how quickly can it be reversed?

We used a Rac biosensor to examine the effect of Cdc42 on Rac activation. The Rac biosensor was based on a previously reported sensor consisting of a monomeric cerulean, two tandem p21-binding domains of Pak1, monomeric Venus, and full-length Rac1 (Moshfegh et al., 2014). Although the biosensor was designed to exhibit fluorescence resonance energy transfer (FRET) changes upon Rac1 activation, we found that it also translocated from the cytosol to the plasma membrane upon Rac activation. Translocation was observed for CXCR4-mediated activation of Rac (Supplemental Figure S2) and direct optogenetic activation of Rac using optically triggered membrane recruitment of the Rac-selective GEF Tiam1 (eight cells; Figure 7B and Supplemental Figure S6).

To achieve spectral selectivity that is required for subcellular optical activation of Cdc42, we used translocation of the sensor rather than FRET changes to detect Rac activation. FRET imaging required blue excitation light, which photoactivated iLID throughout the entire cell and prevented spatial and temporal control over Cdc42 activation. In contrast, translocation of the Rac sensor could be measured using 515-nm excitation of Venus, which did not detectably photoactivate iLID at the intensity used here. This allowed us to combine selective optical activation of Cdc42 with dynamic measurement of Rac activation.

FIGURE 6: Local Cdc42 activation triggers actin polymerization at the leading edge. RAW cell transfected with ITSN-mCh-SspB, iLID-CaaX, and mTopaz-Lifeact. Optical activation of one side of the cell generates actin polymerization at the leading edge (six of six cells). Time is given in minutes:seconds. Scale bar, 10 μm. See also Supplemental Figure S5 and Supplemental Movie S4.
intensity at the plasma membrane within the same region within 5 s (six of eight cells; Figure 7A and Supplemental Figure S6). On continued photoactivation, the increased Rac1 sensor intensity remained spatially confined to the photoactivated region. On reversing the side of optical activation, the Rac1 sensor rapidly switched sides within 10 s. These results suggest that Cdc42 activation triggers Rac1 activity that is spatially confined to the same side of the cell, consistent with reports that activation of both Rac and Cdc42 is enriched at the leading edge of migrating cells (Itoh et al., 2002).

Whereas optical activation of Cdc42 generated an increase in Rac activity, the converse was not detected. In RAW cells transfected with Tiam-mCh-SspB, iLID-CaaX, wild-type Cdc42, and Venus-wGBD, localized optical activation resulted in membrane recruitment of the Tiam construct, but translocation of Venus-wGBD was not detected (six cells; Figure 7C and Supplemental Figure S4). Thus the Rac-selective GEF Tiam failed to generate detectable Cdc42 activation under conditions in which the Cdc42-selective GEF ITSN generated readily detectable Cdc42 activation. The ability of the Tiam construct to clearly activate Rac1 without activating Cdc42 suggests that Rac does not trigger Cdc42 activation in these cells.

Localized activation of Cdc42 or Rac alone does not generate increased phosphatidylinositol (3,4,5)-trisphosphate

Positive and negative feedback loops play important roles in controlling dynamic responses within signaling networks. Identifying such feedback loops requires the ability to perturb signaling on time scales that are faster than the kinetics of the feedback loop. Whereas classical gene-knockdown approaches lead to changes on the time scale of hours or days, rapid chemical or optogenetic perturbations can lead to changes within seconds. The optogenetic approach additionally provides the ability to spatially confine the perturbation to one side of a cell, which is important for studying chemotaxis signaling, because cells are known to generate distinct responses depending on whether a stimulus is applied uniformly or asymmetrically across a cell.

A potential feedback loop that has received interest in studies of chemotaxis involves Rac and phosphatidylinositol (3,4,5)-trisphosphate (PIP3). PIP3 is a signaling lipid that is enriched at the leading edge of many types of migratory cells. Originally, PIP3 was believed to act upstream of Cdc42/Rac, but experiments using expression of constitutively active mutants suggested that Rac can generate increased

RAW cells were transfected with ITSN-mCh-SspB, iLID-CaaX, wild-type Rac1, and the Rac1 biosensor. Localized optical activation at one side of a cell resulted in an increase in the level of Rac1 sensor intensity at the plasma membrane within the same region within 5 s (six of eight cells; Figure 7A and Supplemental Figure S6). On continued photoactivation, the increased Rac1 sensor intensity remained spatially confined to the photoactivated region. On reversing the side of optical activation, the Rac1 sensor rapidly switched sides within 10 s. These results suggest that Cdc42 activation triggers Rac1 activity that is spatially confined to the same side of the cell, consistent with reports that activation of both Rac and Cdc42 is enriched at the leading edge of migrating cells (Itoh et al., 2002).

Whereas optical activation of Cdc42 generated an increase in Rac activity, the converse was not detected. In RAW cells transfected with Tiam-mCh-SspB, iLID-CaaX, wild-type Cdc42, and Venus-wGBD, localized optical activation resulted in membrane recruitment of the Tiam construct, but translocation of Venus-wGBD was not detected (six cells; Figure 7C and Supplemental Figure S4). Thus the Rac-selective GEF Tiam failed to generate detectable Cdc42 activation under conditions in which the Cdc42-selective GEF ITSN generated readily detectable Cdc42 activation. The ability of the Tiam construct to clearly activate Rac1 without activating Cdc42 suggests that Rac does not trigger Cdc42 activation in these cells.

Localized activation of Cdc42 or Rac alone does not generate increased phosphatidylinositol (3,4,5)-trisphosphate

Positive and negative feedback loops play important roles in controlling dynamic responses within signaling networks. Identifying such feedback loops requires the ability to perturb signaling on time scales that are faster than the kinetics of the feedback loop. Whereas classical gene-knockdown approaches lead to changes on the time scale of hours or days, rapid chemical or optogenetic perturbations can lead to changes within seconds. The optogenetic approach additionally provides the ability to spatially confine the perturbation to one side of a cell, which is important for studying chemotaxis signaling, because cells are known to generate distinct responses depending on whether a stimulus is applied uniformly or asymmetrically across a cell.

A potential feedback loop that has received interest in studies of chemotaxis involves Rac and phosphatidylinositol (3,4,5)-trisphosphate (PIP3). PIP3 is a signaling lipid that is enriched at the leading edge of many types of migratory cells. Originally, PIP3 was believed to act upstream of Cdc42/Rac, but experiments using expression of constitutively active mutants suggested that Rac can generate increased

RAW cells were transfected with ITSN-mCh-SspB, iLID-CaaX, wild-type Rac1, and the Rac1 biosensor. Localized optical activation at one side of a cell resulted in an increase in the level of Rac1 sensor intensity at the plasma membrane within the same region within 5 s (six of eight cells; Figure 7A and Supplemental Figure S6). On continued photoactivation, the increased Rac1 sensor intensity remained spatially confined to the photoactivated region. On reversing the side of optical activation, the Rac1 sensor rapidly switched sides within 10 s. These results suggest that Cdc42 activation triggers Rac1 activity that is spatially confined to the same side of the cell, consistent with reports that activation of both Rac and Cdc42 is enriched at the leading edge of migrating cells (Itoh et al., 2002).

Whereas optical activation of Cdc42 generated an increase in Rac activity, the converse was not detected. In RAW cells transfected with Tiam-mCh-SspB, iLID-CaaX, wild-type Cdc42, and Venus-wGBD, localized optical activation resulted in membrane recruitment of the Tiam construct, but translocation of Venus-wGBD was not detected (six cells; Figure 7C and Supplemental Figure S4). Thus the Rac-selective GEF Tiam failed to generate detectable Cdc42 activation under conditions in which the Cdc42-selective GEF ITSN generated readily detectable Cdc42 activation. The ability of the Tiam construct to clearly activate Rac1 without activating Cdc42 suggests that Rac does not trigger Cdc42 activation in these cells.

Localized activation of Cdc42 or Rac alone does not generate increased phosphatidylinositol (3,4,5)-trisphosphate

Positive and negative feedback loops play important roles in controlling dynamic responses within signaling networks. Identifying such feedback loops requires the ability to perturb signaling on time scales that are faster than the kinetics of the feedback loop. Whereas classical gene-knockdown approaches lead to changes on the time scale of hours or days, rapid chemical or optogenetic perturbations can lead to changes within seconds. The optogenetic approach additionally provides the ability to spatially confine the perturbation to one side of a cell, which is important for studying chemotaxis signaling, because cells are known to generate distinct responses depending on whether a stimulus is applied uniformly or asymmetrically across a cell.

A potential feedback loop that has received interest in studies of chemotaxis involves Rac and phosphatidylinositol (3,4,5)-trisphosphate (PIP3). PIP3 is a signaling lipid that is enriched at the leading edge of many types of migratory cells. Originally, PIP3 was believed to act upstream of Cdc42/Rac, but experiments using expression of constitutively active mutants suggested that Rac can generate increased
FIGURE 8: Localized activation of Cdc42 or Rac alone does not generate increased PIP3. RAW cells transfected with the PIP3 sensor PH-Akt-Venus and blue opsin-mCherry, ITSN-mCh-SspB and iLID-CaaX, or Tiam-mCh-SspB and iLID-CaaX. Localized optical activation of the entire GPCR stimulated signaling network using blue opsin resulted in a strong PIP3 response at the front of the cell (13 of 14 cells). In contrast, localized activation of Cdc42 or Rac using the ITSN and Tiam constructs failed to generate a detectable PIP3 response (n = 11 and 12, respectively). See also Supplemental Figure S7.

PI3, indicating the presence of a positive feedback loop in neutrophils (Srinivasan et al., 2003). However, spatially uniform activation of Rac using chemically driven translocation of the Tiam GEF domain to the plasma membrane failed to generate increased PIP3 in neutrophils (Inoue and Meyer, 2008). It is unknown whether spatially localized activation of Rac or Cdc42 would generate a different result and whether the findings in neutrophils hold for macrophages. We therefore tested whether optical activation of Cdc42 or Rac at one side of a cell induced PIP3 changes in RAW cells.

We found that the PIP3 response to Cdc42/Rac activation differs markedly from the response to GPCR activation (Figure 8). Consistent with our previous findings (Karunarathne et al., 2013b), activation of the entire chemotaxis signaling network using blue opsin, a light-activated GPCR, generated a strong localized PIP3 response in 13 of 14 cells (Figure 8, left panel, and Supplemental Figure S7A). In contrast, direct optical activation of Cdc42 failed to generate any detectable increase in PIP3 in 11 cells tested (Figure 8, middle panel, and Supplemental Figure S7B). Similarly, optical activation of Rac failed to generate a PIP3 increase in any of 12 cells tested (Figure 8, right panel, and Supplemental Figure S7C). This difference shows that upstream signaling is required to generate increased PIP3 at the leading edge and that Cdc42/Rac and PIP3 alone do not comprise a positive feedback loop.

Cdc42 activity at the leading edge causes myosin II–driven retraction of the cell rear

Because localized Cdc42 activation generated not only membrane protrusion at the leading edge, but also retraction of the cell rear, we anticipated that it was capable of directing the formation of actomyosin bundles at the far end of the cell. We tested this possibility by combining optical control over Cdc42 with live-cell imaging of tagged myosin. RAW cells were transfected with ITSN-mCh-SspB-R73Q, iLID-CaaX, and Venus-myosin IIA. Optical activation of Cdc42 at one side of the cell resulted in myosin accumulation at the opposite side (Figure 9, Supplemental Figure S3, and Supplemental Movie S5). In many cells, we observed that after the initiation of the localized optical input, myosin first accumulated in a crescent at the cell rear, and its spatial distribution became more compact over the time course of a few minutes. This process often resulted in the formation of a focal spot enriched with myosin and localized directly opposite from the side of optical activation (Supplemental Figure S9). This process correlated with retraction of the cell rear, consistent with the formation of force-generating actomyosin bundles. Reversing the side of optical activation caused the myosin to relocalize to the opposite side of the cell and correlated with retraction of the new cell rear. Myosin IIB was similarly found to accumulate at the opposite side of the cell relative to optical activation (Supplemental Figure S10).

A benefit of the subcellular optogenetic approach is that it can help to determine the temporal order of events involved in generating cell polarity. On optical activation of Cdc42 at one side of a cell, we observed that the accumulation of myosin at the cell rear occurs even before the generation of protrusions at the front (Figure 10). This suggests that the ability of Cdc42 activity at the front to trigger actomyosin bundle formation at the rear does not depend on the formation of membrane protrusions at the leading edge.

Although myosin accumulation at the cell rear was observed in the majority of cells (56 of 63 cells; Supplemental Figure S8), a subset of cells exhibited increased myosin IIA levels at the leading edge rather than the cell rear (seven of 63 cells; Supplemental Figure S11). The cause for this variation among cells remains to be determined but may be related to reports that macrophages can exhibit both amoebic and mesenchymal modes of migration (Van Goethem et al., 2010). Whereas myosin II has been reported to localize to the back of migrating neutrophils (Wong et al., 2007), which exhibit amoebic migration, myosin IIA has been reported to localize to the leading edge in fibroblasts undergoing mesenchymal migration (Vicente-Manzanares et al., 2008).

Rho-activated kinase (Rho-associated, coiled-coil-containing kinase) is required downstream of Cdc42 for retracting the cell rear, as well as for regulating protrusions at the leading edge

How does increased Cdc42 activity at one side of a cell trigger myosin accumulation at the opposite side? One possibility is that it...
controls the canonical RhoA–Rho-associated, coiled coil–containing kinase (ROCK)–myosin pathway (Artemenko et al., 2014). Cdc42 and RhoA are both members of the Rho family of monomeric G proteins, and there are many examples of cross-regulation within this family (Burrage and Wenerberg, 2004; Guilluy et al., 2011), and long-range activation of RhoA by Cdc42 has been suggested but never tested directly (Van Keymeulen et al., 2006). RhoA activates ROCK, which in turn regulates myosin through phosphorylation of myosin light chain (Vicente-Manzanares et al., 2009). We therefore sought to test whether a RhoA/ROCK pathway is required for the ability of Cdc42 activation at the front to generate myosin II accumulation at the back.

RAW cells were transfected with ITSN-mCh-SspB-R73Q, iLID-CaaX, and mVenus-myosin IIA. First, localized optical activation was performed to verify the cell’s ability to generate directional movement and myosin accumulation at the cell rear. Then 100 μM ROCK inhibitor Y27632 was added to the dish. After 10 min, localized optical activation was applied again to the same cell. After treatment with the ROCK inhibitor, optical activation of Cdc42 still generated localized cell protrusions at the leading edge, but myosin no longer accumulated at the back, and the cell failed to retract its rear (seven of seven cells; Figure 11 and Supplemental Movie S6). This suggests that Cdc42 activation at the leading edge is capable of controlling the canonical RhoA/ROCK/myosin signaling pathway at the cell rear.

ROCK inhibition also resulted in much longer membrane protrusions at the leading edge (Figure 11 and Supplemental Movie S6). This shows that Cdc42 activates ROCK-independent signaling that drives extension of the leading edge, as well as ROCK-dependent signaling that controls the length and dynamics of the extensions. Whereas cells treated with the ROCK inhibitor generated longer lamellipodia, they failed to generate any forward movement of the cell body itself. This suggests that ROCK is required for processes that allow the cell to make use of its lamellipodia to pull the front of the cell body forward. These results suggest that Cdc42 activity at the leading edge acts through ROCK to differentially regulate myosin dynamics at both the front and back of the cell to coordinate forward migration.

DISCUSSION

Cdc42 has been implicated in polarized cell behaviors ranging from yeast budding to the directed migration of mammalian immune cells (Etienne-Manneville, 2004). Genetic and biochemical studies have identified important molecular interactions between Cdc42 and “polarity proteins” (Cau and Hall, 2005; Nishimura et al., 2005; Welchman et al., 2007), and an understanding of how Cdc42 activity becomes polarized is beginning to emerge in some simple model systems (Goryachev and Polkhilo, 2008; Kozubowski et al., 2008). However, little is known about how localized Cdc42 activity exerts spatial and temporal control over a network of signaling molecules to dynamically orient...
polarized cellular responses. Here we used optogenetic control over endogenous Cdc42 to examine its role in generating and reversing polarity and directional migration in macrophages.

Molecular mechanisms by which chemoattractant receptors activate Cdc42 have been reported (Li et al., 2003), but it has not been possible to isolate the Cdc42-regulated portion of the chemotaxis signaling network to study it independently of receptor activation. The optogenetic approach overcomes this limitation and provides subcellular spatial control over Cdc42 activity that can be reversed in <1 min. Our results show that localized activation of Cdc42 generates directed cell migration through a combination of signaling responses generated at the front and back of the cell.

At the front of the cell, Cdc42 generates increased Rac activation, increased actin polymerization, and cellular protrusions. These “frontness” responses are confined spatially to the region of increased Cdc42 activation, indicating that the cell regulates these processes to inhibit their diffusive spread to other regions of the cell. Of note, we find that such regulation does not require parallel signaling controlled by chemoattractant receptors. This is consistent with migration induced by direct activation of Cdc42 broadly reflecting the migration characteristics induced by local activation of a GPCR.

Cdc42 also exerts long-range effects on the back of the cell, directing the formation of actomyosin bundles that generate retraction of cell rear. This process requires the RhoA-activated kinase ROCK, suggesting that Cdc42 signaling at the front of the cell causes increased RhoA signaling at the back. There have been numerous reports of mutual antagonism between Cdc42/Rac and RhoA (Burridge and Wennerberg, 2004; Guillery et al., 2011), but our results provide the first direct evidence that Cdc42 signaling at one side of a cell can cause an increase in RhoA signaling at the far side. This raises the question of how an increase in Cdc42 activation at one side of a cell generates increased RhoA activation at the opposite side. One possible mechanism involves signaling through integrins: extensive cross-talk between integrins and Rho signaling is well established (Huveneers and Danen, 2009; Shen et al., 2012), and Cdc42 activation of WASP at the leading edge of migrating neutrophils reportedly triggers WASP translocation to the cell rear, where it regulates integrins (Szczer et al., 2009; Kumar et al., 2012). An alternative mechanism could involve Cdc42 activation of GEFs and GTPase-activating proteins (GAPs) that act on RhoA. If Cdc42 activates a Rho-GEF that diffuses throughout the cell and a RhoGAP that remains at the leading edge, then the net effect would be increased RhoA activity at the cell rear. In the future, efforts to differentiate between these and other potential mechanisms for front–back communication will benefit from the expanding collection of optogenetic constructs available for activating or inhibiting select signaling proteins.

Localized Cdc42 activation in cells treated with the ROCK inhibitor also generated much longer membrane protrusions at the leading edge compared with untreated cells. We suspect that Cdc42 acts through ROCK to regulate myosin at the front of the cell, allowing it to act as a brake on the membrane extensions at the leading edge. ROCK is also known to act through Lim kinase to regulate cofillin (Arber et al., 1998; Maekawa et al., 1999). Thus it is also possible that Cdc42 acts through RhoA/ROCK to regulate actin depolymerization at the leading edge. These results show that Cdc42 activity at the front of the cell acts on RhoA/ROCK at both the front and back of the cell to regulate completely different functions in these spatially distinct regions.

There has been a growing appreciation that the simple view in which each Rho-family protein has one specific function is inadequate. Instead, they can exhibit distinct functions defined by spatiotemporal signaling modules that include various GEFs, GAPs, and effectors (Pertz, 2010). Our results demonstrate how optical control of signaling can help to identify distinct functions of these different modules. Combining optogenetics with pharmacological and genetic perturbations and live-cell imaging will help to better define the molecular compositions of these different signaling modules. More generally, our results illustrate how subcellular optogenetics can provide new insights into the dynamic interactions within signaling networks that control polarity and directional cellular responses like migration.

**MATERIALS AND METHODS**

**DNA constructs**
The Rac biosensor was kindly provided by Louis Hodgson (Albert Einstein College of Medicine of Yeshiva University, Bronx, NY) and is a modified version of a published Rac biosensor (Moshfeh et al., 2014). The following constructs were obtained through Addgene (Cambridge, MA): ISTD(64-473)-tqFRPT-SspB-R73Q (plasmid 60418), Tiam1(1159-1509)-tqFRPT-SspB-R73Q (plasmid 60420), Venus-iLiD-CaaX (plasmid 60411), GFP-wGBD (plasmid 26734), mTopaz-Lifeact (plasmid 54661), mVenus-myosinIIA (plasmid 56389), and GFP-myosinIIb (35691). Ph-Akt-Venus was previously described (O’Neill and Gautam, 2014). For both the ITSN-mCherry-SspB and Tiam-mCherry-SspB constructs, trGFPT was replaced with mCherry using the EcoR1 and BspE1 sites in the corresponding GEF-tqFRPT-SspB construct. Venus-wGBD was made by ligating a HindIII-KpnI PCR product of Venus with a KpnI/EcoR1 wGBD into pcDNA3.1. A PCR product of iLiD-CaaX was cloned into the KpnI/EcoR1 sites of pcDNA3.1.

**Cell culture**
RAW 264.7 cells were obtained from the Wisconsin University Tissue Culture Support Center and cultured in DMEM (D6429; Sigma-Aldrich, St. Louis, MO) with 10% dialyzed fetal bovine serum (Atlanta Biologicals, Flowery Branch, GA) and 1% penicillin–streptomycin at 37°C and 5% CO2. RAW cells ranging from passage 3 to passage 12 were used for experiments.

**Transfections**
RAW cells were transfected by electroporation in Amaxa Nucleofector Solution V using the D-032 or T-020 setting on an Amaxa Nucleofector 2b device (Lonza, Basel, Switzerland). Each electroporation was performed on 2–4 million cells in 100 μl of Nucleofector solution, followed immediately by addition of 500 μl of warm culture medium. The cells were then plated in 5–10 glass bottom dishes, placed in an incubator at 37°C and 5% CO2, and imaged 3–10 h after electroporation.

**Imaging**
Imaging and optical activation were performed using a spinning-disk confocal imaging system consisting of a Leica DMi6000B microscope with adaptive focus control, a Yokogawa CSU-X1 spinning-disk unit, an Andor iXon electron-multiplying charge-coupled device camera, a laser combiner with 445-, 488-, 515-, and 594-nm solid-state lasers, and an Andor FRAPPA unit for photoactivation of manually selected regions of the sample in real time, all controlled using Andor iQ2 software (Andor Technologies, Belfast, United Kingdom). For optical activation of iLiD, the 445-nm laser was used at 5 μW and scanned across the selected region at a rate of 0.9 ms/μm². This was performed once every 3–5 s. Laser wavelengths of 515 and 594 nm were used for excitation of Venus and mCherry, respectively. Emission filters were Venus 528/20 and mCherry 628/20 (Semrock). All images were acquired using a 63× oil immersion objective. A single confocal plane was imaged at a rate of 1 frame/3 s or 1 frame/5 s.
All imaging was performed inside a temperature-controlled chamber held at 37°C. The chamber was also maintained at 5% CO2 during longer-duration experiments, that is, for samples kept on the microscope before and after treatment with Y-27632.
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Fig S1: Negative control. mCh-SspB alone does not induce polarity and migration
Fig S2: CXCR4 activation triggers Rac-biosensor translocation in RAW cells
Fig S3: Schematic showing the generation of kymographs
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Fig S9: Spatiotemporal dynamics of myosinIIA response to Cdc42 activation
Fig S10: Cdc42 activation at the cell front triggers myosinIIB accumulation at the cell rear
Fig S11: MyosinIIA accumulates at the leading edge in a subset of RAW cells
Fig. S1: Negative control. An mCh-SspB construct lacking the Cdc42 GEF domain of ITSN does not generate migratory responses. RAW cell transfected with mCh-SspB, and iLID-CaaX. The SspB construct rapidly translocates to the plasma membrane at the optically activated side of the cell, but unlike ITSN-mCh-SspB it does not generate membrane protrusions or forward migration. Additionally, unlike ITSN-mCh-SspB, optical recruitment to one side of the cell does not generate myosin accumulation at the opposite side. Time is given in min:sec. Scale bar: 10 μm. Compare to Fig. 3 and Fig. 7.
Fig. S2: CXCR4 mediated activation of Rac results in translocation of the Rac biosensor. RAW cell transfected with CXCR4 and the Rac biosensor. CXCR4 was activated with 50 ng/ml SDF-1α at t=0, resulting in translocation of the Rac biosensor to the plasma membrane.
Fig. S3: Kymograph example. Sample data for a single cell demonstrating how kymograph data was generated. A four pixel wide region near the center of the cell was selected (red region), and the intensity was averaged over the width of the region, resulting in a 1D array of intensities for each time point. By showing all of the time point along the horizontal axis, dynamic changes in fluorescent intensity between the front and back of the cell can be quickly identified. The direction of migration can be inferred from the kymograph. In the example shown here, the direction of migration was reversed multiple times by switching the side of optical activation. The kymographs show the cell migrating towards the side with increased ITSN-mCh-SspB, with myosin accumulation at the opposite side.
Fig. S4: Kymographs showing the Cdc42 response to optical activation of Cdc42 or Rac.
RAW cells were transfected with either (A) ITSN-mCh-SspB or (B) Tiam-mCh-SspB, and iLID-CaaX, Cdc42, and Venus-wGBD (shown).
Fig. S5: Kymographs showing the actin response to optical activation of Cdc42. RAW cells were transfected with ITSN-mCh-SspB, iLiD-CaaX, and mTopaz-Lifeact (shown).
Fig. S6: Kymographs showing the Rac1 response to optical activation of Cdc42 or Rac. RAW cells were transfected with either (A) ITSN-mCh-SspB or (B) Tiam-mCh-SspB, and iLID-CaaX, Cdc42, and Rac1-biosensor (shown).
Fig. S7: Kymographs showing the PIP3 response to optical activation of GPCR, Cdc42, or Rac. RAW cells were transfected with PH-Akt-Venus (shown) and the following: (A) blue-opsin-mCherry, (B) ITSN-mCh-SspB + iLID-CaaX, (C) Tiam-mCh-SspB + iLID-CaaX. The kymographs are all oriented such that top corresponds to the initial side of photoactivation. Localized GPCR activation using blue opsin produces steep PIP3 gradients, evident in the PH-Akt-Venus kymographs. In contrast, optically triggered membrane recruitment of ITSN or Tiam does not generate clearly detectable translocation of the PH-Akt domain from the cytosol to the plasma membrane.
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Fig. S8: Kymographs showing the myosinIIA response to optical activation of Cdc42. RAW cells were transfected with either (A) ITSN-mCh-SspB or (B) Tiam-mCh-SspB, and iLID-CaaX, and Venus-myosinIIA (shown).
Fig. S9. MyosinIIA dynamics. RAW cell transfected with ITSN-mCh-SspB, iLID-CaaX, and Venus-myosinIIA. Optical activation of Cdc42 at one side of the cell initially generates a crescent of myosinIIA at the opposite side. The crescent then condenses to form a focal spot directly opposite from the side of optical activation.
Fig. S10: Cdc42 activity at the cell front triggers myosinIIIB accumulation at the rear. RAW cell transfected with ITSN-mCh-SspB, iLID-CaaX, and MHC-IIIB-EGFP. Green images show the distribution of myosin IIIB. Red images show the distribution of ITSN-mCh-SspB. Myosin IIIB localizes to the back of the cell and this reversed upon switching the side of photoactivation. White arrows show the direction of optical activation. Since imaging GFP with 488 nm excitation causes global photoactivation of the entire cell, GFP images were only captured once localized optical activation generated clear directional responses.
Fig. S11: MyosinIIA accumulates at the leading edge in a subset of RAW cells. RAW cell transfected with ITSN-mCh-SspB, iLID-CaaX, and Venus-myosinIIA. As shown here, optical activation of Cdc42 at one side of the cell resulted in accumulation of myosinIIA at the front of the cell in about 10% of cells (7 of 63 cells). Reversing the side of optical activation resulted in myosinIIA redistribution towards the new leading edge.