**CNN Hyperparameters.** We set the number of feature maps for each convolution width to 100 and used dropout with a probability of 0.5 to prevent overfitting [1]. All parameters were initialized using a uniform distribution from $-0.05$ to $0.05$. The model was trained with adadelta [2]. After every parameter update, the parameters of the feature maps were normalized to a norm of 3.

**Word Embedding Hyperparameters.** We used word2vec to train the word embeddings on all the notes of MIMIC III v3. We used the continuous bag of words (CBOW) model, set the window size to 10, sampled 10 negative examples for each positive example, discarded words that appear less than 5 times, and performed 15 training iterations.

**cTAKES Hyperparameters.** We used cTAKES 3.2.2 with the default FilesInDirectoryCollectionReader.xml.
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